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PREFACE I
This Final Report describes research on automatic language classification

by Texas Instruments Incorporated, _Central Research Laboratories, 13500 North
Central Expressway, Dallas, Texas, under Contract No. F30602-78-C-0075 for
Rome Air Development Center, Griffiss Air Force Base, New York. Mr. Richard
S. Vonusa (IRAA) was the RADC Project Engineer. The report covers work
performed from February 1978 through August 1979.
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EVALUATION

This report discusses a language recognition algorithm that uses

multiphoneme reference sounds in conjunction with a summed log-likelihood

decision rule to automatically classify languages.

This effort extended the RADC data base from five to seven different

languages.

In experiments using 65 test speakers for the seven languages,

tradeoff curves were generated in which high language classification rates

were achieved at the expense of a greater number of language rejections.

It was found that it is possible to attain 100 percent correct

language classification with a reject rate of 68 percent or 62 percent

correct language classification with no rejects.

The results of this program are quite encouraging and this technology

may have potential application for monitoring communication channels

containing languages of interest.

RICHARD . VONUSA

Project Engineer
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SECTION I

INTRODUCTION

Automatic language classification is a challenging speech processing

problem. The three classic problem areas, unknown speaker, unknown text, and

connected speech, are intrinsic parts of the automatic language classification

problem. Fortunately, many seconds of speech data may be used to form a

decision. The ideal strategy is to determine key sound sequences (words or

phrases, for example) which are highly language specific and then perform

limited sequence recognition and classify the language accordingly.

This report documents the results of the fourth in a series of language

classification studies conducted at Texas instruments. In the first two

studies 1 ,2 automatic techniques were developed for selecting key reference

sounds, these techniques being independent of the particular languages

considered. In the third study3 an interactive approach was taken in the

generation of reference sounds, and somewhat improved results were obtained.

During this fourth study the number of languages in the data base was

increased from five to seven (see Section II) and the interactive approach to

reference generation was extended to allow more accuracy in specifying

reference sounds and more flexibility in the allowed types of reference

sounds. The method of reference generation is described in Section III.

Application was made of a criterion for rejection; i.e., not classifying

a speaker when the basis for such a decision is not sufficiently strong. The

classification and rejection strategies are described in Section IV.

Section V describes the results of applying these strategies and

reference sounds to an independent collection of test speakers. It was found

(in a seven-language test) that 100% correct classification was obtained after

rejecting 68% of the test speakers. In a five-language test it was found that



100% correct classification was obtained after rejecting only 56% of the test

speakers. These results indicate that significant reduction can be made in

required manual monitoring of data to determine language by applying these

automatic techniques.

Section VI describes a real-time simulation of a data processing system

that detects the onset and cessation of speech in the signal and flags the

probable occurrence of changes in the particular speaker. In addition, this

system allows storage of the digitized data for subsequent playback when

specified by an operator; hard copy record of times and durations of speech

events of particular importance; and aural monitoring of the incoming signal

whenever desired.

2



SECTION II

MULTI-LANGUAGE DATA BASE

A. Pre-Existing Data

Analog speech data recordings from speakers of five languages were

provided by RADC. These languages will be denoted L1, L2, L3, L4, and L5.

This collection of data comprised speakers recorded in a variety of

environments ranging from acoustically treated sound rooms to highly

reverberant rooms in a church. 3  One, two, or three 15-minute sessions of

speech (read text) were provided from each speaker.

B. Data Collection

During the course of this study, over a period of four months, speech

data from speakers of two additional languages were collected. These

languages are denoted L7 an'd LS; L6 is reserved for English. One, two, three,

or four 10-minute sessions of speech (text read from a book or magazine) were

provided by each speaker. Thirty-one sessions of data were collected from 17

speakers of L7 and thirty-three sessions of data were collected from 14

speakers of L8.

The new data were recorded in the TI Speech Systems Research Laboratory

in a Tracoustics, Inc., acoustic enclosure, Model RE-244B, using an

Electro-Voice 635A microphone, and recorded on a TEAC 4010 SL analog recorder.

The data were recorded on 1/4 inch analog tape at a speed of 7 1/2 ips.

C. Processed Data

Table 1 shows the composition of two subsets of the available data base

used for experiments during this study. The first subset contains data from

3



66 speakers whose data (design data) were used to generate reference sounds

and to determine parameters of the decision strateoies. The second subset

contains data from 65 speakers whose data (test data) were used to estimate

the probabilities of rejection and correct decisions. For each speaker in the

two subsets, one two-minute segment of data wa, extracted from the first

session donated by that speaker. The source speakers for the test data are

distinct from the source speakers for the design data.

Table 1

Compositions of Sets of Design Speakers and Test Speakers

Language Li L2 L3 L4 L5 L7 L8 Totals

Number of Design Speakers 10 10 10 10 10 q 7 66

Number of Test Speakers 10 6 10 14 10 8 7 65

Totals 20 16 20 24 20 17 14 231

D. Data Processing

Each segment of analog data was passed through a 5 kHz anti-alias low

pass analog filter and then digitized at a 10 kHz sampling rate. The

digitized data were then stored on a random access storage disk. All

subsequent signal processing is digital in nature. A hardware vector

comparatur and an array processor were utilized to reduce computation time.

The digital signal was first applied to a digital filter bank simulator

to produce 16-filter filter-bank output which matches the filter-bank output

described in Appendix A, Reference 5. Then each speaker's long-term average

spectrum was determined and used to modify his filter-bank data so that the

new long-term average spectrum is the standard long-term average spectrum

described in detail in Section IV.C, Reference 3. This spectrum standardizing

procedure was shown there to greatly enhance language discrimination.

4



Then the outputs of the three high-frequency filters are summed to form a

substitute for the 14th filter-bank output, and the original outputs of

filters 14, 15 and 16 are disregarded. The 14 -filter filter-bank output data

are then downsampled to 100 samples per second, regressed, amplitude

normalized, and quantized to eight equiprobable levels (three bits) just as

described in Appendix A, Reference 5. In addition, also as described there, .4

two quantized regression coefficents and a (non-quantized) measure of energy

are appended to this preprocessed spectral data vector to form the complete

representation of speech every 10 ms.

It
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SECTION III

REFERENCE SELECTION

The steps taken in this study to effect automatic language discrimination

were:

(1) Determine a set of key reference sounds (words or phrases) which are

frequently occurring and language specific;

(2) Process the design data to automatically detect and countI recurrences of these sounds to compute parameters of a decision

function;

(3) Process each test speaker's data to detect and count recurrences of

each of the key sounds to evaluate its decision function values (one

for each possible language); and

(4) Either reject the speaker, i.e., not make a decision as to language

for that speaker, or decide upon the language that yields the best

decision function value.

This section describes the interactive procedures applied to accomplish step

(1), the selection of key reference sounds.

For each of the seven languages studied, the following procedures were

used to determine the sounds that occurred multiple times and were of

sufficient length to be detected reliably. The input to the procedures is a

file of digitized speech (of two minutes duration) stored on disk. The tool

that facilitated this procedure is a computer program (named MONITOR) that

allows aural playout of the stored speech data in a flexible manner.



A. Data Transcription and Analysis

Data from six speakers were phonetically transcribed to provide a

hardcopy version of these speakers' data. MONITOR provides TTY keyboard

control of the data playout to aid this manual transcription. Specifically

useful here are two keyboard co,,trols. The first key, when pressed, stops the

playout and repeatedly plays back the two seconds of data immediately

preceding the time of key depression. This allows assuring that the speech

sounds are correctly transcribed before proceeding. The second key provides

resumption of data playout when the transcription of the two-second segment is

complete.

The transcriptions of each of the six two-minute segments of data were

then analyzed manually to determine and list those multiple-phoneme sounds

that occurred more than one time. These sounds typically contain 3, 4, or 5

phonemes. The numbers of occurrences of each of these sounds were noted so

that the ones that recur most frequently can be processed first.

For each listed sound, a third function of MONITOR was used to isolate

representative occurrrences of the sound, verify the occurrence by listening

to -epeated playout of the sound, and then store in a disk file the beginning

tire and duration of the sound (relative to the beginning of the source

speaker's speech segment). Then a fourth MONITOR function was used to

produce, for each version of each sound, a line-printer figure showing the

14 -filter spectrum, along with the energy profile, the two regression

coefficients, and the transitionitivity function.2 An example printout is

shown in Figure I.

The next subsection describes the procedure for obtaining a reference

pattern to be used in the process of detecting the recurrence of a sound such

as the ones isolated as described above.

E 7
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B, Generation of a Reference Pattern

The term reference pattern is used in this report to indicate a set of

vectors stored in computer memory which represents a key sound and can be used

to automat'cally detect the recurrence of that key sound within an incoming

data stream. The first step in defining a reference pattern is to determine
the reference points within the sound--those points which can be automatically

determined with great reliability using the scanning procedure described in

Reference 4, pp.1 8 -21. High reliability can be achieved when reference points

are chosen at times of high spectral change. A plot of the transitionitivity

function, T, was used as a visual aid in selecting reference points, such

selection being made at times of significant peaks in the T function. From

two to six points were selected for each sound to be processed. The reference

points selected fcr; the sound shown in Figure 1 are indicated there by

triangles.

Following the manual selection of reference point times and the TTY input

of these tinc to a reference selection computer program (denoted REFSEL),

this program extracted a scanning pattern for each reference point and

formatted a recognition pattern for the complete sound. The definitions of

scanning pattern and recognition pattern are described in Section II,

Reference 4. The format of the recognition patterns extracted durina this

study is as follows. No extrapolation was done, i.e., no columns were

extracted prior to the first reference point, and no columns were extracted

following the last reference point of the sound. The number of columns

extracted between reference points depends only on the number of samples

between reference point times as follows:

# Sam.gIe Between # Columns Extracted

Reference Points (Linear Interpolation)

<4 2

4-10 3

11-20

->20 8

9



Also described in Section II, Reference 4 are the three processes:

(1) scanning (to determine occurrences of reference points); (2) hypothesizing

sequences of reference points; and (3) verifyino occurrences of the reference

sound. These same processes (which together effect a word recognition system)

were carried out within REFSEL with the following two fillets. First,

whenever a reference sound has been detectcl, several processing parameters

are displayed on a CRT output device, and processing halts. Second, repeated

aural playout is made of those speech data that were detected as being an

occurrence of the reference sound.

Three conditions must be satisfied for REFSEL processing to halt

indicating a detected reference sound. First, the scanning error valley point

value, denoted SE, for each reference point must be smaller than a specified

threshold (referred to as SEmax), where this threshold may be different for

each reference point in the sound. For the -)unds considered in this study

this threshold was made equal to the moderately high value SEmax = 400, for

each reference point. This value was used to allow consideration of sounds

with large spectral variations at the reference point level and is

necessitated by the speaker- and text-independent nature of the data.

Second, the sequence error, denoted SQ, that results from the hypothesis

of a valid sequence of reference points must be smaller than a specified

threshold (referred to as SQmax), which may depend on the particular reference

sound. For reference generation, this threshold was set to: SQmax =

300*(NRP-1), where NRP is the number of reference points in the reference

sound. This is a very high value for this threshold and allows consideration

of all sequences that resemble, even remotely, the input reference sound.

The third condition required is that the recognition error, denoted TE,

be smaller than a specified threshold, referred to as TEmax. The recognition

error is the Euclidean distance between the reference recognition pattern and

the recognition pattern formatted from the input data at the time of the

detected sequence. For reference generation, this threshold was set

10



to TEmax=60; 'NCOL, where NCOL denotes the number of time ,m, - ,

recognition pattern. This is a high value, agair to allow cor-iderat iori C,f

even remotely similar sequences.

Upon detection of a sequence satisfying the ebove concitiorE. REFSEL

halts processing to initiate repeated audible playout of the detected ,enir,-.

and then displays the following parameters on a CRT display device:

(1) SE (the scannina error valley point values) and the occurrence

times, for each reference point;

(2) SQ, the resultant sequence error; and

(3) TE/NCOL, the recognition error normalized by the number of columns

in the recognition pattern.

*: This processing halt provides the opportunity for a decision as to whether

or not to extract scanning pattern and recognition pattern vectors from the

detected sound so that they may be averaged into an average reference pattern

being st .- ,2: separately from the original reference pattern. The decision to

average should be made only if (1) the sound detected is irdeed the taroet

sound; and (2) not too many such detected sounds have already been included

into the average reference pattern from this same speaker. Whenever the

target sound was detected, note was made of the sequence error and normalized

recognition error associated with the occurrence. These notes were later used

to monitor the convergence cf the various error values, and also to set

thresholds used in subsequent processina.

Through keyboard control to REFSEL, program operation can either be

continued immediately (thereby not using the detected sequence), or else a net,

average reference pattern may be formed, and then program operation will

resume. Continuing operation means (in either case) that scannina continues

for another match with the orioinal (unaveraaed) reference pattern. This mode

of processing and updating the average reference pattern continues until

processing of all of one speaker's data is complete.

1 *



After the processing of the data for a given speaker, the following

REFSEL options are available:

(1) No more processing;

(2) Process another speaker with the original (unaveraged) reference

pattern; or

(3) Process another speaker with the averaged reference pattern, thereby

possibly creating yet another average reference pattern.

The option selected depended on (I) whether several detected sounds from the

same speaker had been included which caused convergence of the errors, thereby

indicating that a stable reference pattern for single speaker had been

obtained; and (2) whether detected sounds from several speakers had been

included which caused convergence of the errors (to a higher value, usually),

thereby indicating that a reference pattern that is stable across speakers had

been obtained.

C. Specification of Processing Thresholds

During the procedure described above, many sounds were detected that did

not correspond to the actual target reference sound. This was expected since

the thresholds were chosen to be very high so as not to miss detecting any

actual target sounds. When the "ultimate" averaged reference pattern had been

obtained with the above procedure, that pattern was used to process the six

speakers' data one last time. During this processing, the normalized errors

SQ/(NRP-l) and TE/NCOL were carefully noted when the target sound was

detected. The errors so noted were much lower than errors observed when the

detected sound was not the target sound (an occurrence of a false alarm).

To complete the specification of a reference pattern, values for SEmax,

SQmax, and TEmax were needed for each final average reference pattern for the

purpose of processing all design data and all test data to obtain reference

occurrence values. For this processing, the thresholds needed to be much

12i



lower to properly exclude false alarms. The values for SQmax and TEmax were

selected to be 10 to 20% larger than the largest value of SQ or TE,

respectively, observed for detections of target sounds during this processing

of the six speakers' data with the final average reference pattern just

described. (The exact percentage depended on the relative values of SQ and TE

observed for false alarms.) This criterion was followed in an attempt to

yield a very low number of false alarms, while allowing some variations due to

the processing of yet different speakers. The value of 400 for the scanning

error threshold SEmax was retained for use in final processing of all data.

This was done to allow for variations in data at the coarticulation level.

D. Reference Selection

The above process was carried out for each of the seven languages in the

data base. The result was the specification of 109 potential reference

sounds. Of these, 15 were removed from further consideration because they

were duplicates of retained references, but having different associated

processing thresholds. Table 2 lists the 94 remaining references, their

associated processing thresholds, and their source languages.

The complete design data set (from 66 speakers) was processed with these

94 potential reference patterns to determine the numbers of occurrences of

each of the reference sounds for each speaker. Then the occurrence values for

speakers of each language were summed to yield the language occurrence values

shown in columns 5-11 of Table 2.

In the following, N(R,L) will denote the number of occurrences of

reference R in all design data from speakers of language L. For example,

N(R21,L3) = 8. The following procedure was used to select for further

consideration only those potential references that had sufficient language

specificity. For each reference, R, its entropy value H(R) was determined.

H(R) = -AllP(L/R) log p(L/R)

All

Languages

13 A



Table 2

List of 94 Potential References

1 2 3 4 5 6 7 8 9 10 I1 12

R SQ TE LABEL LI L2 L3 L4 L5 L7 LB H(R)

1 150 15 200S 4 11 8 3 15 1 4 2.449
2 200 15 3 A(N)H 18 28 47 5 29 6 5 2.396
3 50 30 30NEE 0 0 4 0 0 0 0 0.000
4 50 40 3 SIIAUSHEE 0 0 5 0 0 I 0 0.650
5 115 40 3 YLN 13 6 19 2 0 8 0 2.037
6 100 40 3 -NDEE 50 22 69 24 49 32 17 2.653
7 100 30 3 SHANIH 14 7 39 11 17 8 14 2.564
8 100 30 3 QUO 7 6 29 6 4 8 2 2.:316
9 310 40 3 AIINEE 24 1 13 1 10 21 28 2.347

10 130 45 3 MAYO 1 1 8 1 3 5 0 2.123
11 65 40 3 CIIlNCHIN 0 0 4 0 1 0 0 0.722
12 35 15 3 KWI-SH(E) 0 0 3 0 0 0 0 0.000
13 90 20 3 SO 9 11 22 16 9 29 11 2.6(65
14 65 15 3 1,00 3 2 10 1 5 2 2 2.42.1
15 1W0 30 3 81I i 51 35 41 28 36 26 20 2.750
16 50 25 3 ilEE 47 28 46 29 39 17 16 2.703
17 100 50 3 CHUIIG 18 5 15 4 8 24 15 2.5k9
1 f 90 30 7 11011EE 0 0 0 0 0 7 0 0.000
19 50 15 7 DIR!ORNIA 0 0 0 0 0 2 0 0.000
20 50 20 7 TAHBEE 0 0 0 0 0 2 0 0.000
21 100 40 7 LOOM 21 18 8 31 26 22 12 2.701
22 90 30 7 OYEA 2 0 0 0 0 6 0 0.811
23 70 35 7 NlIS 18 15 7 17 9 14 7 2.716
24 110 20 7 ElvLARIIEE 0 0 0 0 0 4 0 0.000
25 60 25 7 S1.AYI1 0 0 0 0 0 6 0 0.000
26 80 30 7 TOD 2 2 0 5 6 13 1 2.126
27 70 31) 7 4111 NALK 0 0 0 0 0 6 0 0.000
28 40 20 7 01OJOZ 0 0 0 0 0 2 0 0.000
29 I10 30 7 T1,IIREE 0 0 0 0 0 4 0 0.000
30 150 50 7 0VN 13 16 2 7 10 18 9 2.621
31 100 35 7 CIHOL 9 11 14 4 12 41 21 2.497
32 60 30 700PI 3 7 2 7 7 7 1 2.577
33 85 38 7 AilNEE 12 19 13 30 31 25 10 2.687
34. 100 35 7 FOWLYET 0 0 0 0 0 7 0 0.000
3 140 45 7 IlOIYAIIT 0 1 1 0 1 14 0 0.952
36 90 35 7 IOJANEE 0 1 I 1 0 3 0 1.792
37 75 30 7 SHIAVAN 0 0 0 0 0 3 0 0.000
311 70 30 7 GONIEES 0 0 0 0 0 6 0 0.000
39 100 30 8 ALTEH 0 0 0 0 0 0 3 0.000
40 115 35 8 AYOnl 5 3 1 6 5 5 20 2.347
41 100 40 8 ESO 0 0 I 3 2 3 10 1.894
42 60 35 8 II CUSTAR 0 0 0 2 0 1 7 1.157
43 154) 35 It IWTT.MI 1 0 1 0 1 0 1I 1.278
44 80 35 11 I'01 3 0 I 0 0 0 15 0.913
45 130 35 II I'VOON 71 32 33 42 40 48 59 2.752
4b 80 30 8 PO00;ONAY 0 0 0 0 0 0 3 0.000
47 90 40 11 CO CIIEE 0 0 0 1 0 4 7 1 .281
411 50 25 1 rPilfEE 0 0 0 0 0 0 3 0.000
49 90 32 8 01-All 5 2 0 6 2 1 10 2.226
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Table 2

(" oni t i nued)

1 2 3 4 5 6 7 8 9 10 11 12

it S;Q TF IABEL Li U2 L3 L4 Ui L? L1 H(R)

50 60 25 4 FOLYTKEH 0 0 0 3 0 0 0 0.000
51 100 35 4 F,';KfE 23 33 19 42 3B 10 15 2.664
02 60 25 4 ,"JANECHEE 0 0 0 '1 0 0 0 0.000
53 40 30 4 NAIISHFII 0 0 0 1 0 0 0 0.000
54 70 25 4 HIORCII 0 0 1 :? 0 I 1 1.792
55 40 20 4 ' '.'Al 0 0 0 2 0 0 0 0.00)
56 -!0 30 4 0A.1'.NYEF 0 0 0o I 1 0 0 0 0.000
57 5.5 25 4 YH' 'l.I 0) 0 (0 0 0 0 0.000
511) 115 35 2 'A/.l 0 3 0" 0 0 0 04 0.000
59 95 30 0,:L3!ItH 111 3: 4 2o tO "3F 3 2.219
(64 70 30 " ('j)1S 0 6 0. 0 0 0 5 0.994
h 1 35 25 2 ,'I ,%IIEI 0 2 4) 0 0 0 0 0.000
62 .i) 20 2 C I( 1N L14 11 0 2 0 0 to 0 0 (.ow)0

,. 0 4 , 0 0 ) 0 0.000
65 5 27, CI I '1<VEl t 0 : 0 0 0 ) 4 0 ). 0.000
65, 30 23 '' 4;l'i<'FL 0 2) 0 0 4' 0) (0 .O0.0

Y' 70 25 , I''N 1? 26 14 30 24, 18 113 2.730
o7 I 5 i I Vt ntl\1 1 1' ( 0 t 0 1.1)00
' I1 I 0 4" IFI;ON 0 tI 0 ) 0 0 0.00
;,1) 120 :25 1 I I\I'.HE 0 2 0 0 ) 0 0 O.kit I

8() 2 1 "C)'!00 FL1 5 11 0 ! ) 0 0. 60
I 84 2' / i'0 .2 1 o 4) 0 0 0 -000

/L "i40 I I 1 - ItI '2 0 0) 0 0) 0 0 0. 043)

. , . 16 1 -f;,! F4 44 44 0 0 0 0 0.000
Y 1 Y0 .!0 1 I 'I XIif :3 o 0 0 0 0 o 0.000

ri '50 -3 I U N 3 1) 0 4) (1 0) 0 0.000D

-Ii 20 ", 2 () 4) to 0 41 0 0.000
7 64o '1 -1I4 I 5 o o o 0 0 o .0(,0

"'4 . 4e 4 H) : 1 4) 0 ,'1 "2 1 0 1 .361
1 1 i .0I 17 0 0 0 I ! I .0o V'

k, IVN 5 4 4 U I 4) 0 0. J0I
t 4.. .. WV ' ' I I I 1 I 0 O.911
4, 4 7', (0 I 146 ji; 5 it 4) 0 0 0 0 0. (0O
3 1- , 1 1 7 0 0 0 I 2 1 .014
. I' ,' : '4!i I ls I', 1 1:; 2,1 5 41 .. 0 09
.' i 1 ': 1 5 2 ) 13 9 9) 2.6113
S i "It 5 1 ,ll , I I 01 , 0 0 7 2 3 2 .314

Wd 2, 0 I % :1. ) 4) 0 2! 0 0 (0.0()0
HI (15 '!-. 5 0 4() 4)' 0 3 0 t 0 0.000

) ( 24 ; " II f' 4IN(fD) 0 o 0 1 0 4 0. 00o
Vlo 2) ;) : i I I- , ?, I " I) ) ) 0 1' 4) 0) 0 .000

-5 NI 1 : ) t 0) 3 0 to 0.000
NI., I1 1:IoiN41 . 0 4 04 0 1 0 ( () (. )0

59 10 '2') 5 f. , \N 0 ) 0 0 2 4 0 o. 0 o00
',4 15 IUj 5 G \'1E 0 0 0 2 2 0 0 1 .000
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The estimated probability of language L qiven that reference R was detected,

p(L/R), is defined to be:

p(L/R) = N(R,L)

L N(R,L)
All

Languages

Table 2, column 12, shows this entropy value for each potential reference.

Entropy achieves a maximum (log 7) when the seven probabilities are equal and

tends to zero monotonically as one or more of the probabilities tend to one.

Hence, a small value for H for a given reference sound indicates an imbalance

in the language probabilities and therefore large language specificity.

Table 3 shows the list of 94 potential reference patterns ordered

according to increasing entropy. The last 14 patterns listed were deemed to

have too little language specificity and were not considered further. The

remaining 80 reference sounds were used in all subsequent experiments.
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Table 3

Potential Reference Ordered According to Entropy

Order Ref. Label H F

1 75 1 WENVUIl 0 .000
2 52 4 SItANECHE 0.000

513 4 NAHAlIFll 0. 000
4 46 8 POO(OC,:AY .00(I
5 12 3 KI -,,:I 1) 0. 0
6 48 11 rOCEPK 0. o00
7 91 5 S'UNI)L 0. 0m1o
8 50 4 4'OIA'lKE.I 0 . (4)
) 58 2 C\T1I '. 0i)

10 90 5 EK,'.YILIT o O
I I 88 5 SCIllON 0 .';u
12 1') 5 FFI3 UN )) ; '1( 4
13 74 1 BAIZAl 0 .00o
14 64 1' .I EE 0. o;O
15 92 5 SC'INELL 0. 0010
16 19 8t ALTI:II it. (0
17 37 7 8.IAVAN O.O11
1ll 56 4 CIINYEE o. o(qO
19 29 7 TAIII'EF 0.'00
:-2!) 7$ I -i'l1; I F 0. '10O
21 W3 2 B1h.iOILT 0. CCO

3 
.  

011FE 44 0'(4:0
-3 24 7 E11I rIKFE 6. (11)
2! 1 2 S I NEE 0.000
2 5 62 2 CI :I.NYIIII 0. 0,')
2, B7 5 FAIIIIT 0. 1 1i
27 l1) 7 PliOI{NA 0. 1(WO
:11; 93 5 I'IV';, N ' CiO
29 'l 7 (1,OI)(0Z 0. WHi)

7~ AV4' .uiai 0. o

;11 7( 1 r3ill 0. 11004

k . 4 \ 0II 0 00
.1 635 2 kIII I ill-A, 44.11

7;1I 71 I I I0.004)
;;I M' i P1!1 0 . OI i l7 I - )(I 0 ()al 1. )O0

9 57 1 '; O"I" 0

: , I I I .) ('
Al1 -, I ; .\tl (4. 000
1)€ ,* 1 " 387 ( f 4i .4:h41'13 77 I 11: Il 4 . ,N
•'1 1 1, :3- (, I ' \ .i i0 . 0 414
".14 1141 I I I 11,1IN  0. 0I00
4.7 5 M -, 0:0l1 1 ,, 0. COO)
,16) 1 A I l~l'tI,' IA0( .-10)l

B O l:I :; ! ,';;~ i'' It , I? t

4'9 I I Cl 0:I11IN 0., 2i

4
()

I 1 :~ ~1 'l q~lNl)1!



Table 3
(Continued)

Order Ref. Label H(Ref.)

50 22 7 }OYFA 0.811
5! 69 1 WlAKEE 0.811
52 44 8 PONl 0.913
53 35 7 BOIYAHT 0.952
54 61 1 V IEN 0.988
55 60 2 CHESS 0.994
56 9,1. 5 GATE 1.000
57 79 1 -NWAH 1.085
58 42 8 1 NCUSTAH 1.157
59 43 8 HITTFAH 1.278
60 47 8 GOTCIIEE 1.281
61 711 1 -NYEO 1.361
62 83 1 VAI 1.614
63 54 4 BOlICH 1.792
64 36 7 iIhONNEE 1.792
65 41 8 S'40 1.894
66 5 3 YE 'q 2.037
67 81, 5 N CIITS 2.069
68 10 3 MAYO 2.123
69 26 7 HOOD 2.126
70 59 2 OOSIINEH 2. 12 19
71 4,) 8 CI-AH 2.226
7.2 ao 5 SCIIIFF 2.314
73 6 3 QUO 2.316
74 40 8 AYOII 2.34T
75 9 3 AIIIEE 2.347
70 2 3 A(N)H 2.896
77 14 3 sOo 2.421
78 1 2 O0, 2.449
79 31 7 CIlOl 2.497
80 7 3 SHANH 2.564,

81 32 7 0DM 2.577
112 17 3 CIIUNG 2.589
83 30 7 OlN 2.621
114 85 5 NACJI 2. 648
V5 6 3 -NPEE 2.053
116 51 4 ESKEE 2.t64
87 13 3 ,0 2. o65
b8 33 7 AIINEE 2.0117
89 21 7 1OONM 2.701
90 16 3i NEE 2.703
9 1 23 7 NEIES 2.716
92 66 2 EE1I'S 2.3O
93 15 3 SHIN 2.750
94 45 t 1YOON 2.752



SECTION IV

CLASSIFICATION STRATEGY

This section addresses steps 2-4, listed in the introduction of Section

IIi, used to effect language discrimination. The decision function will be

formulated and its parameters discussed. The rejection criterion that was

applied will be described.

A. Decision Function

A practical decision strategy can be derived by simplification of the

optimum decision rule. The optimum decision rule can be expressed in terms of

the following definitions:

Let 7 represent the ensemble of possible languages from which the speech

data Hre taken.

Let X = (xl x2 ,..,xn)T, an n-dimensional vector, represent the speech

data.

Let pi(X) represent the probability density function (pdf) of X given

the language i.

Let pZ (X) represent the pdf of X when the language is not known.

Then rz (X) E pi (X)
icZ

=>Pi (X)P(i)

ieZ
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The optimum procedure, meaning the rule that yields minimum expected

error, is to choose the language with the greatest likelihood ratio--that is,

choose language i where

X (X) > X.(X) for every j # i, and where

P(j)pj(x)
P.(x)(
P z(X)

It is necessary to modify this procedure to incorporate the constraints

of the problem and the limitations on the knowledge of the distributions. It

is not practical to determine pz(X), and P(i) is not known because of the

thousands of possible languages and dialects. Hence, the best that can be

done is to base decisions on the likelihood function, defined as

A(X/i) = Pi(X)-

In this study a speaker's data were represented as a sequence of

reference sounds,

X(t) F FR1 , R2 ,..., Rn(t)],

where n(t) is the number of reference sounds detected up to time t, and where

it was assumed that R i and Rj are statistically independent for i j. The

likelihood function was estimated as

n(t)
A(X/j) 1 A(R/j),

20



where .(Ri/j) is the estimated likelihood of reference R i given that

language j is being considered. The decision function for languaqe j is

defined to be n(t)

d. = - Z log A(Ri/j),I i=l

the negative of the sum of log-likelihoods for all detected reference sounds.

B. Estimation of Likelihoods

The estimation of reference likelihoods used to evaluate the decision

functions was accomplished as follows. The numbers of occurrences of each

reference in each design speaker's data (two-minute speech segments) were

determined (using the associated processing thresholds). Then the occurrences

of each reference of a given language were summed to obtain the language

occurrence values, N(R,L) (See Section III.D.). Defining M(R,L) as:

M(R,L) N(R,L) + Nmin

7N(R,L) + N n
All
References

the likelihood estimate is defined to be:

M(Ri,L)
A (Ri/j) = 1

I ~ M(R,L)

All
Languages

Nmin (= 2) is used to minimize the effects of rarely occurring references.

C. Decision Rule

To evaluate the decision function for a test speaker, the two-minute

segment of speech data from that speaker was processed to count the

21
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occurrences of all reference sounds, using the associated processinq

thresholds. The corresponding log-I ikel ihoods were summed and negated to

obtain the decision function values di. The decision rule is to choose the

language that yields the minimum decision function value.

D. Rejection Criterion

When the minimum decision function value is much smaller than the next

smallest value, a decision can be made with high confidence that the decision

is correct. However, when the smallest and next smallest values are close,

one cannot have as much confidence in the resulting decision. Hence, the

following rejection criterion was invoked. First select a rejection

threshold, then for the test speaker, decide that language yielding the

smallest decision function value, provided the next smallest decision function

value exceeds the smallest by at least the value of the threshold; otherwise,

do not make a decision (reject the speaker).

For a given threshold, a certain percentage of speakers are not

classified (rejected), and a certain percentage of classifiem speakers are

correctly classified. An operating curve of percent correct classification

versus percent speaker rejection can thus be plotted. Such results are

presented in the next section.
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SECTION V

CLASSIFICATION RESULTS

A. Seven-Language Results

Using the set of 80 reference sounds described in Section III as the

reference file with the decision rule and rejection criterion described in the

previous section, the 6 5-speaker, 7-language test set was processed. The

resulting decision function values are shown in Table 4. Also shown in that

table (last column) is the difference between the minimum decision functian

value and the next smallest decision function value, for each speaker. It is

this value that determines whether or not a decision is to be made for the

speaker. The resulting Percent-Rejection, Percent-Correct operating curve is

shown in Figure 2. It can be seen that, with no rejects (that is, a language

was assigned to every test speaker), 43% of the 65 speakers were correctly

classified. It is further noted that at a rejection rate of 70%, 80% correct

classification of the remaining 20 speakers was achieved.

Remembering that many of the seemingly good reference sounds yielded

fairly small numbers of occurrences with the associated processing thresholds

that had been assigned (See Table 2, Section IIl), it was decided to increase

(loosen) these thresholds, reprocess the design data to obtain revised

likelihoods, and reprocess the test data for another evaluation. For this

reprocessing, SQmax for each reference was increased by a factor of 1.5, and

TEmax was increased by a factor of 1.33 for each reference sound. The

resulting decision function values are shown in Table 5, and the resultant

operating curve is shown as Curve B in Figure 3. (Curve A from Figure 2 is

reproduced in Figure 3, for comparision.) The improvement is dramatic: 62%

correct classification was attained when no rejects were allowed, and 100%

correct classification was achieved with a reject rate of only 68%.
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Table 4

Decision Function Values

LNG SPKR Ll L LA L4 LS L7 L8 LMIN OF-

1 1 1.70 17.81 16.01 19.12 15.60 19.48 17.1l 5 .IOb

1 2 32.37 29.1b 27.52 41.22 e6.7b 40.61 43.95 5 U.Ibu
1 3 e6.6e 28.71 23.77 38.65 e6.72 54.Ob 55.31 3 e.t51
1 4 25.47 28.41 18.14 34.27 23.47 27.3, 29.16 3 5.33e
I 5 44.57 59.4S 41.9b eq8.03 50.5 tI.82 53.2L 3 ?.610
1 6 4.?7 4.14 ?.32 5.13 3.44 5.7t 5.P9 5 1.ope
1 7 17.9t 25.63 25.72 27.19 !6.93 28.51 e8.6b 1 7.682
1 8 20.4b 26.51 d3 .q .3 3.70 e6.1 54.34 35.42 1 3.47D
1 9 1.61 8.11 8.7 7.28 8.-4 8.4b .3 u I t.677
1 i0 20.73 20.O 15.79 29.1e ?2.lc 29.89 33.66 3 4.e75

2 1 32.77 19.21 25.31 26.83 17.11 34.42 37.61 2.10,4

2 2 42.03 27.57 43.0/ 24.83 24.07 36.44 41.93 5 0.?5o
2 3 37.l 31.55 35.2b 36.42 50.93 30.2b 31 .74 1 U.tBt
2 4 i3.7b 15.51 31.69 17.97 18.59 53.q1 53.5) 2 e.064
e 9 6.26 2.79 5.61 3.87 2.2u 5.89 h.01 5 0.589
2 6 15.72 13.45 11.30 1Q.09 11.8U 20.25 19.79 3 U.4Qq

3 1 28.4S 21.02 21.10 2S.89 24.71 31.74 35.91 2 .o7a
3 2 74.8b 79.64 60.80 90.22 77.40 81.92 94.1) 3 14.u6a
3 3 29.79 26.59 18.95 34.83 27.01 38.49 41.31 3 7.587
3 4 42.29 35.74 f1.C2 4P.77 35.41 43.81 .,75 3 10.692

3 5 32.73 34.52 24.73 41.0/ 35.79 24.74 33.?1 3 U.014
3 6 43.68 4q.23 31.24 57.19 45.94 53.29 57.61 3 12.436
3 7 30.1 35.41 21.Ib 40.31 32.40 3?.28 3'l.37 3 9.650
3 8 28.51 39.04 29.a0 4r.40 51.95 31.45 33.90 3 3.111
3 9 36.11 42.1 33.10 48.0u 34.2t 2 .36. 36.55 3 1.191
3 10 e6.19 23.54 17.00 29.89 i3.0 32.49 32.?4 3 b.083

4 1 18.99 14.70 .16.18 21.85 14.4a 17.47 ?0.52 5 0.265
4 2 25.29 13.)4 24.06 12.62 11.71 23.19 e2. 88 0.907
4 3 39.47 25.78 34.60 32.91 28.6b 39.4 43.92 2 2.879
4 4 12.03 6.02 13.07 5.77 6.01 11.15 12.71 4 0.243
4 5 54.89 41.29 58.33 44.56 4?.11 63.5e bI.Ib 2 0.821
4 6 57.10 37.89 56.64 36.73 38.76 54.33 t2.4l 4 1.160
4 7 5.80 5.53 7.06 5.98 7.37 7.93 9.16 2 0.264
4 a 37.20 28.23 27.90 35.54 28.00 37.33 39.0 3 0.09d
4 q 5.06 4.68 5.09 3.07 3.7v 3.04 4.90 7 0.036
i4 10 50.69 37.17 41.91 37.Oe 36.39 42.27 55.39 a O.b34

4 11 25.11 16.52 22.54 Is.88 17.31 23.19 22.42 4 0.b46b
4 12 18.91 15.16 18.05 16.31 16.04 23.14 19.47 2 0.8A3
4 13 52.44 39.32 52.14 34.95 '41.64 51.70 44.21 4 4.374
4 14 103.09 71.64 90.37 65.59 b9.47 1U4.24 102.20 4 3.688
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Table 4

(Continued)

Li4G SPKP L L4 LS L7 L8 LMI' 1 ) 1FF

5 1 35 .8 37.6 c? shP 43.bo 32.11 3 . 55.78 b 1.62!
5 2 17 .9L3 e5.5t 18.21 27.04 17 . 3, 0e .29 17 . I i (3 o.083

5 3 26.01 20.3 21.90 24.4 19.68 -1.11 30.3 u.676

5 4 2P.91 11. 37 18.08 16.28 12.0 U 24.50 24.'46 d U.b24
5 5 23.83 23.71 23.?8 2.76 19.9o e8.63 24.91 j 5.320

5 6 3q.9b 39.97 39.71 43.91 5.05 44.% 4095 5 4.b57

t 7 30.51 30.78 17.92 37.85 eq.Oo 40.24 41.QO -5 1 .u7D
5 8 28.?b 23.42 dO.10 3F.56 20.9,4 38.14 37.82 5 0. 84

5 9 8.54 19.90 1?.75 dO. 3 t 13.0 1 .33 11.04 1 e.

5 10 54.74 47.84 49 .71 56.24 40 . 6t t) A9 t)4.? S 5 .uI

7 1 52.01 34. b 29.05 35.24 30.35 25.96 26.87 7 u.hu
7 2 16.99 25.97 20.h2 29.44 e4.06 17.12 23.92 1 0.I5
7 3 18.01 17.92 13.61 17.50 14.9o 20.48 1A.7
7 4 21.07 28.42 26.0(0 26.8 ? 4.Il2 18.A9 lq. 4 1 u.O's
7 5 50.47 79.84 b.P3 79.0b b0.31 59.00 47.87 8 d.o'5
7 6 3q.Ou 53.68 39.6b )1.71 44.13 49.16 4?.0" 1 0.bbt

7 7 47.36 67.50 '4.9b b9.45 53.39 52.24 44 .O h 3.06u
7 8 22.16 26.q9 2U.40 27.26 22.83 25.ns 2?.05 0 O.1~

8 1 12.40 14.?8 13.?3 19.06 12.15 12.51 10.49 8 1 .bc

8 2 18.84 11.0a 17.5b 12.32 11.60 22.14 14.82 e 1.b I
8 3 17.33 10.51 14.15 13.23 10.95 13.5U 16.1e ? 0.41j
8 4 16.67 23.88 18.89 27.35 19.31 15.145 16. 0 / . H
8 5 17.30 20.?2 18.49 22.93 18.48 17.77 lo.hb m t.o'JJ
8 6 27.45 28.72 24.81 30.72 24.91 27.13 1Q.63 I 5.181
8 7 56.48 54.08 49.34 58.67 53.87 t5.48 b1.92 3 4.5AI
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Table 5

Decision Function Values, Second Experiment

LNG SPAR Li L? L3 L4 L5 L7 L8 LMIN DJF-

1 1 b1.04 b6.77 57.11 70.54 59.01 65.4b b5.78 3 1.903

1 2 60.87 58.71 59.87 74.63 57.50 79.44 18.91 5 1.208
1 3 102.79 118.19 109.b8 132.8b 110.48 116.35 121.84 1 2.88b

1 4 93.35 107.10 101.17 115.20 99.36 103.18 110.27 1 b.Ul4

1 5 116.26 134.63 116.08 135.83 120.84 123.89 123.58 3 0.18b
1 6 63.41 74.06 70.60 78.8b 71.80 85.31 83.6a 1 7.IQ5
1 7 90.66 120.47 123.42 114.Ob 107.44 118.85 12?.98 1 lb.777

1 8 84.15 108.29 95.90 116.77 99.16 107.72 112.76 1 11.742

1 9 37.29 56.38 bl.05 5o.55 51.87 54.58 59.03 1 13.262

1 10 75.77 81.68 83.00 95.30 76.82 100.25 97.03 1 1.053

2 1 66.60 49.86 59.32 b?.75 51.48 o9.75 68.15 2 1.626
2 2 135.29 103.71 13Q.07 97.3b 95.4b 135.65 141.03 1.901

2 3 155.18 129.81 150.34 133. 4 129.00 137.49 14'.71 5 0.t(14

2 4 115.78 81.40 97.39 86.6b 84.79 101.69 103.90 2 3.340

2 5 44.25 35.85 30.22 34.08d 33.88 2.9 47.87 5 u.5qs
2 6 70.34 61.11 39.75 74.43 b1.16 78.15 .0 5 q 1.331

3 1 101.Ib 89.72 89.78 90.29 90.1b 99.92 100.58 5 3.939
3 2 163.45 161.92 143.81 175.02 163.61 1b7.12 lt?.P5 3 18.107
3 3 70.09 b6.39 56.46 81.74 67.76 77.71 7A.43 3 9.930
1 4 101.92 95.51 89.14 108.93 91.97 113.80 109.6 5 2.'i?5

3 5 86.17 102.47 87.56 106.56 94.94 67.f8 96.83 1 1.189
3 6 110.41 127.01 102.56 131.91 115.69 128.53 136.97 5 7.8c1
5 7 102.69 102.36 75.66 110.28 100.62 105.85 106.82 5 ?4.443
3 8 86.70 88.38 67.59 10P.77 86.pu 89.8f, 93.06 1 lo.604
3 9 101.47 98.56 90.67 17.03 17.01 102.9b 107.51 3 t.5 ',4

3 10 77.Pu 77.48 54.6bb 8.81 77.?4 87.06 t7.?4 3 2e .b3 '

4 1 93.14 74.80 80.67 81.62 73.86 92.63 91.82 5 0.9310
4 2 95.01 88.59 109.61 86.61 90.99 86.77 93.68 4 0.16.
4 3 131.47 106.22 122.12 100.00 103.14 122.54 129.04 4 5.136
4 4 75.55 56.70 14.12 50.75 57.5 68.61 /4.8o 4 5.94-
4 5 198.9b 177.09 PU2.14 164.77 161.74 2U4.P4 ?03.5b 5 5.1

4 6 184.18 159.98 Io8.0b 12Q.38 138.99 11.60 17?.h7 4 9.b13
4 7 54.oi 45.71 5P.73 39.18 45.30 48.00 47.62 4 5.'.1/

4 8 99.Y3 78.05 ti5.57 84.22 76.72 97.?9 102.12 1 .526
4 9 64.9U 5P.88 64.43 40.33 48.8J 55.,4 57.1o ' 8.51-

4 10 185.b 1b .?9 189.71 150.78 166.71 12.?0 19?.04 '4 11.41b

4 11 q.07 b9.67 85.45 50.40 62.79 82.53 84.68 . 5. 3
4 1? 82.14 84.05 t4.58 82.07 80.1b 86.04 66.56 5 1.909
4 13 196.A 1bi5 . 9 191.4b 152.ub 10.75 174.51 184.05 '4 o.e77
4 14 39q.30 P83.08 316.14 ?6?.1; 267.3u 31P.78 A16.49 4 4.415
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Table 5

(Continued)

LNG bPKR Li L2 L3 L- LS L7 L8 LMIN DIFF

5 1 119.40 114.08 114.38 116.25 106.1 117.21 121.06 5 7.768
5 2 105.36 110.4t 98.88 104.07 99.09 98.89 100.70 3 0.006
5 3 59.54 53.01 55.37 58,3e 49.76 68.29 b.3 5 3.848
5 4 48.13 32.57 42.39 36.91 31.47 51.99 51.qb 5 1.100
5 5 63.61 63.01 59.65 64,55 5333 11.05 69.19 5 b.315
5 6 79.42 66.04 b5.18 76.28 61.36 81.72 71.77 5 3.828
5 7 109.36 98.54 95.24 115.0b 84.48 131.49 115.77 5 5.758
5 8 69.21 67.61 61.03 92.44 65.79 92.17 b3.09 5 4.754
5 9 70.38 74.49 82.74 70.41 b7.12 75.49 74.43 5 3.259
5 10 137.85 112.32 124.16 .119.31 ii .41 131.09 126.86 5 1.913

7 1 119.60 112.09 111.88 10c.86 110.66 96.24 11P.2v 7 13.bql
7 2 111.79 138.80 121.9b 138.12 125.04 107.71 131.94 7 4.079
7 3 94.5tj 68.2 66.81 85.q5 79.51 8A.49 62.4u 2.b93
7 4 116.74 111.03 125.84 Iu?.bb 9q.61 100.3b 109.3d S 0.77e
1 5 240.4d 275.53 2b0.99 PbS.9 3 235.Pb 222.06 218.99 3.493
7 6 123.26 139.18 109.67 155.H0 118.21 1-1.3u 107.39 6 2.27,z
7 7 156.1b 178.02 154.52 181.43 151.29 1b6.43 147.05 6 4.24U
7 9 77.1b 79,93 77.49 77.3u o.59 79.45 72.62 5.030

6 1 74.97 b7.417 71.Pb 62.o 7.21 69.7b b6.Ob 14 2.9-4
6 2 1' 4.Ib 122.1q 125.30 127.07 125.n5 152.23 121.73 2 U.b 3
8 3 94.43 71.lu 82.q3 74.1b 7P.3 63.8b 64.2b 2 2.hhl
6 4 74.09 67.01 '3.3 74.1b b 7 .96E )7 .8b b 0.4 4 1 1 .4A4
6 9 1U1.419 101.27 94.5b 1u5.qb 90.8b 1U4.47 66.17 6 4.68)
8 6 74.94 73.22 7.56 73.90 3.29 0.76 61.3 0 1 .963
b 7 166.87 1b1.17 163.13 1t8.42 152.S4 12.55 15 A.01 b 5.477
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A second reprocessing was accomplished in the same manner es above,

increasing SQmax, for each reference sound, by a factor of 2.0 rrom the

original values and increasing TEmax by a factor of 1.5. The decision

function values obtained are shown in Table 6, and the operating c;rve is

shown as Curve C in Figure 4. (Curves A and B from the previous figures are

reproduced there for comparison.) The no-reject correct classification rate

is up to 74%. However, and more importantly from an operational point of

view, the number of incorrect decisions avoided by rejection increases much

less slowly with increasing rejection rate, so that 88% rejection is required

to achieve 100% correct classification of the remaining speakers.

A third and final reprocessing was accomplished, increasing S~max by a

factor of 3.0 and TEmax by a factor of 2.0 from the original values, for each

reference sound. The resulting decision function values are shown in Table 7,

and the operating curve is shown as Curve D in Figure 5. (Curve C from Figure

4 is reproduced there for comparison.) Performance here has clearly

deteriorated.

In summary, four sets of processing thresholds were used in four

otherwise identical experiments. This sequence of experiments allowed

specification of the set of processing parameters which provides acceptable

classification performance, namely those parameters yielding operating curve B

of Figure 3. The original specification of parameters described in Section

III apparently imposed requirements which were too stringent to allow

detection of many acceptable variations of the reference sounds. The

parameters yielding Curves C and D, on the other hand, allowed detection of

too many sounds which lacked sufficient language specificity to provide

operational classification performance.

To fstabl ish performance as a function of particular languages, Table 5

was usead t. determine the percentage of correct classification for three

representative values of rejection threshold. (Table 5 shows decision

function values that yielded Curve B.) These results are shown in Table 8,
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Table 6

Decision Function Values, Third Experiment

LNG SPKR LI L2 L0 L4 L5 L7 LA LMIN DIFF

1 1 116.08 121.92 112.70 133.23 115.72 125.94 125.41 5 3.02b
1 2 116.54 126.31 118.80 140.84 121.38 138.0b 136.67 1 2.257
1 3 228.81 251.58 249.17 2b4.17 246.38 244.64 257.92 1 15.772
1 4 196.60 226.14 216.23 239.6b 219.30 217.20 235.92 1 19.b34

1 5 205.3o 237.45 216.26 245.18 225.04 224.77 240.21 1 10.882
1 6 155.54 176.21 1b6.60 191.41 172.81 192.17 201.28 1 11.065
1 7 177,52 216.18 205.70 214.83 2U1.61 204.90 222.7U 1 24.090
1 8 151.06 183.90 182.68 188.33 172.bb 174.74 186.55 1 11.82u
I q 90.78 10q.29 105.44 104.84 103.39 106.75 118.68 1 12.809
1 10 1b2.09 177.33 170.28 194.2v 170.41 191.82 193.98 1 t.191

2 1 121.98 102.65 116.46 118.11 106.83 128.98 126.69 e 4.183

2 2 213.68 180.14 208.99 183.65 171.44 222.77 227.38 5 8.705
2 3 2b1.89 252.80 2b8.30 246.37 P45.38 255.19 P75.12 5 U.995

2 4 180.18 143.q0 184.57 148.56 150.8b 1b3.30 Ib9.2b 2 4.657
2 9 79.94 6A.47 82.14 65.73 66.13 76.98 81.15 4 0.3Q3
2 6 126.68 123.54 118.84 142.73 121.15 141.73 132.52 3 2.311

3 1 17 8 .3o 184.23 171.35 183.11 176.25 179.66 190.19 3 4.877
3 2 290.38 290.78 269.23 314.25 291.0b 294.11 307.08 3 21.133
3 3 151.69 134.48 11q.23 1b2.19 129.83 139.93 124.55 3 5.315
3 4 1,3.44 143.13 133.39 1b. 8 e 146.19 1o4.05 158.65 3 9.138
5 5 141.24 V36.93 138.48 156.19 147.38 139.72 144.12 3 1.240
3 6 234.6U 266.01 ?33.81 279.Ib 247.04 275.83 295.6n 3 0.7 8 o

3 7 116.63 182.75 I54.04 201.21 18P.84 148.63 186.93 3 22.591
3 8 149.OU 1b7.82 139.12 180.63 157.54 153.45 164.29 5 9.8F3
3 9 176.27 173.76 180.28 18P.90 lb8.25 178.52 181.84 3 7.992
3 10 11i.95 121.20 98.28 12q.87 114.81 127.92 121.21 3 1b.1)8

4 1 150.83 139.78 143.03 143.19 152.27 156.58 139.5q 5 1.4,4b
4 2 184.1b 175.Ab 192.28 168.87 116.28 172.16 190.71 4 3.eA6
4 A 224.01 216.96 220.32 21?.79 211.33 29.84 ?35.8b 0 1.432

4 4 163.5u 15q.73 1!5.87 150.84 160.40 111.43 183.13 4 .
4 5 356.4b 332.98 367.05 32q.71 316.Ab 374.4 37 ?.61 1 12. s1
4 6 330.05 287.53 29.29 2I.04 288.39 318.75 334.h0 4 o.tI2
4 7 144.51 130.22 1s2.43 120.52 128.79 152.41 12q.45 4 d.72
4 8 185.74 151.P2 159.90 15q.70 149.45 1o4.75 168.10 5 5.17

4 9 154.83 156.91 149.24 119.42 126.54 149.29 15t.97 4 7.118
4 10 A18.59 3u.16 323.29 283.24 294.50 ?44.00 330.9? 4 1u.19tb
4 11 15A.63 132.93 1D0.39 128.78 132.35 1t9.13 157.83 4 5.t)5t
4 12 14.14 1 79.4b 186.26 173.27 170./ 131.?'4 160.1b t 2.,4n3
4 13 3U2.49 2o0.19 306.?9 ?t .85 278.98 284.25 3 u2.12 4 13.7 7
4' 14 595.43 948.95 608.22 522.19 92Q.A 590.94 612.79 4 ?.oIu
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Table 6

(Continued)

LNG SPKR LI L2 L3 L4 L5 L7 L8 LMIN DIFF

5 1 225.98 224.70 252.19 231.74 221.10 225.bl 210.52 5 3.600
5 2 194.74 208.98 194.70 200.87 190.74 192.20 196.o4 t 1.460
5 3 105.62 99.04 98.67 104.58 91.81 110.58 113.44 5 6.b63
5 4 96.72 82.52 91.85 83.67 77.92 98.11 99.85 5 4.600
5 5 136.13 131.49 135.75 137.15 1 0.6u 1,45.1b 1,0.b4 ') 1O.692
5 6 147.47 133.79 135.68 147.34 127.11 1-1.72 135.41 5 b.672
5 7 192.76 185.58 179.04 213.3u 176.81 ?15.65 ?u3.34 5 2.239
5 8 158.72 lbl.87 150.59 193.47 1b0.71 182.60 182.16 3 6.128
5 9 148.32 149.77 154.67 152.03 141.40 Ib6.64 1b2.25 t b.92b
5 10 252.39 210.59 223.81 ?19.7u 2u8.82 237.37 2?2.89 5 1.77-

7 1 217.03 217.00 232.24 212.89 ?15.96 1-)7.6e 2uA.3 7 0.704
7 2 216.85. 257.62 234.85 251.49 242.76 213.83 258.78 1 5.ulo
7 3 171.87 168.85 1bq.08 167.0b lbO.Oo 156.56 162.44 1 5.44b
1 4 240.07 234.94 P46.88 ?27.85 226.06 207.65 2c?8.7 1 16.413
7 5 383.32 421.49 405.06 428.1u 318.49 349.11 I 11.224
7 6 211.24 228.17 199.31 ?7?.14 213.17 P, 4 .49 1 1 1 b 6 .98iO
7 7 240.31 273.38 241.25 293.8b P49.98 ?44.79 24?.97 1 0.943
7 8 141.07 145.23 141.70 151.16 139.t8 138.1b 1)?.72 B :.4 3 e?

8 1 145.48 144.69 140.85 141.48 159.45 13q.35 16 .3.b9g
8 2 233.5q 228.09 223.0b ?25.25 223.34 221.04 217.11 t b.95u
8 I87.03 168.52 178.99 17?.83 174.50 16.74 172.0b ? 3.536
8 4 147.28 148.04 145.13 157.9U 1u7.49 126.41 129.20 1 e.7 b
8 9 161.40 163.81 162.57 177.11 153.61 151.3s 47. lie 18.1 4

8 6 14s.91 147.q5 156.20 150.93 157.64 148.87 137.06 6 0.554
8 7 287.77 291.88 P91.42 289.90 274.21 27.20 ?89.07 5 10.657

32



0-1

L.J

CD~~~ 00(D

0 C. 0 mm w IF

33U



AS

Table Z

Decision Function Values, Fourth Experiment

LNG SPKR LI L? L3 L L5 L7 L8 LMIN DIFF

1 1 361.7b 376.95 372.87 395.6e 3b3.71 367.89 390.17 1 11.115
1 2 403.98 418.45 413.79 428.q2 420.12 430.79 435.87 1 9.809
1 3 635.75 665.85 654.57 686.79 6b5.64 634.11 645.?5 7 1.640
1 4 600.05 635.6b 623.39 6b6.91 644.08 629.80 650.01 1 23.347
1 5 536.77 583.81 558.18 608.94 594.90 5!4.98 5t0.54 1 18.e08
1 6 463.17 474.13 482.91 48?.42 479.65 506.20 531.04 1 10.95b
1 7 47q.11 506.61 497.30 498.71 491.62 499.54 514.55 1 12.505
1 8 401.77 428.99 408.10 427.89 420.41 414.32 423.39 1 6.324
1 9 386.40 391.83 395.99 385.81 391.99 395.24 4u5.62 4 0.586
1 10 445.27 4b4.00 40. 9b 465.25 4b6.40 475.59 473.04 1 5.691

2 1 302.48 283.85 29q.9 306.73 29.12 315.00 31?.56 2 15.272
2 2 532.7b 499.25 528.85 496.?9 488.97 546.64 958.58 5 7.3?4
2 3 604.83 593.75 601.69 585.39 59?.R6 6U5.34 6 2 7 .9t 4 7.467
2 4 480.67 454.77 468.82 485.62 461.4b 473.85 410.81 2 b.688
2 5 227.5e 209.04 234.44 ?u8.67 P11.92 226.34 ?54.3 4 0.378
2 6 351.06 3b4.65 345.49 383.53 361.63 371.64 3b8.21 5 5.570

3 1 467.6b 477.60 457.86 A76.77 470.5s 485.43 466.48 3 9.178
3 2 662.47 678.n3 65.95 696.79 685.6U b77.93 694.99 3 6.923
3 3 310.14 321.15 P97.73 347.79 3eO.O 312.24 307.7 3 19.068
3 4 32q.99 328.65 310.95 a'4.9b 32A.06 339.12 338. 3 3 17.531
3 5 289.ql 318.39 ?97.05 32S.05 317.Ou 295.88 A)4.8U 1 5.773
3 6 683.78 733.03 702.73 730.8u 1(,.97 730.4. 7oP.71 1 18.q44

7 37S.66 400.30 361.47 432. A 4 h.1 38.-t 3ciF .8 3 14.21U
3 8 374.93 3b7.04 33q.65 At7.5u b1 .99 386.43 392.n4 3 15. eA
3 q 406.45 426.5o 4U3.17 434.44 41.88 415.26 41S.? 3 5.2M4
3 10 '89.11 400.6 h I.Qb 1v u?.o6 341.57 4O2.02 411.0/ 7 17.15v

'4 1 387.61 371.15 67.5b 117.54 70.61 390.7t s 11.Sw ) 0.481

4 ? 493.40 485.89 496.3O ac.7e 4'41.32 492.11 5U4. 7 4 .167

4 3 535.5 941 .9U 554.49 3Q.42 538.3 560.34 57.47 5 1. 01
4 4 546.07 92?.q4 5j4.09 524.4)0 528. 20 '41 .39 Lb3.48 2 1.0u7
4 5 85q.72 8b1.1 871.91 A)1. 19 As.qs 883.69 894?. P 13.184
4 6 796.?9 7t59.3 801.6i 744.71 796.9i4 811.32 8'44.0t. 4 l1.bhJ
4 7 407.56 340.86 410.10 387.h4 3og .?b iu1.74 ;40.4 4 1.414
4 8 450.92 41q.72 438.11 427.69 4 c .65 451.10 453.h8 e 1.9()L
4 q 461.9! 44q.35 455.Mu 4e3.19 42q.8) 4b7.60 48I. 3 t '.664
4 10 723.94 728.lb 730.98 7U9.03 710.73 720.- 7o?.7j S /.10

4 11 149.15 429.95 442.0 4. A41 .() 4Q48 A. 451.81 14 e.702
12 39. 4 144.29 464. lo 4h.6h 48.61 498.35 r11,.04 4 1.41

4 13 h83.97 678.82 7u.71 f681.37 678.98 685.44 694.85 5 U.?40

44 14 lo3.A4 1288.10 1301.Pb 1P. 4 1 4.51 I12o9.9UI 38.9h 4 u.57o
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Table 7
(Continued)

LNG SPAR LI L2 L3 L4 L5 L7 L8 LMIN DIFF

5 1 590.46 582.36 609.45 589.90 575.10 592.67 605.92 a 7.281
5 2 458.98 478.92 454.P1 469.49 454.44 465.90 '467.14 3 0.231
5 3 316.19 317.16 318.31 321.19 309.35 329.67 3eg.2b 5 10.637
5 4 326.72 307.31 323.51 316.90 310.44 340.73 341.22 2 3.12b
5 5 364.97 353.31 359.60 358.55 344.57 319.39 374.85 5 8.741
5 6 449.80 424.64 441.77 430.89 413.32 453.87 427.92 5 11.31a
5 7 506.69 498.53 495.8b 515.33 490.86 531.98 913.q2 t 5.002
5 8 391.59 396.82 385.51 429.32 403.63 409.42 4U6.33 3 8.U?2
5 9 4b8.03 4b2.94 475.63 'b2.54 444.08 480.28 4b9.43 b 18.465
5 10 4b9.13 4 6.33 458.90 478.43 4.1 5 1 4t33.61 487.34 2 2.572

7 1 525.29 529.79 944.7b 528.33 528.59 519.04 S27.?3 7 6.253
7 2 920.41 568.93 938.13 )60.62 556.9i 5U3.4e 552.83 7 lb.98b
7 3 409.7e 412.67 409.84 4u4.32 398.87 398.9b 394.4b S U.09U

7 4 579.71 576.85 988.17 591.1u 517.76 5t2.71 9,53.31 1 O.b6d
7 5 746.9s 811.61 774.65 799*.bb 7b4.14 714.25 722.91 / o.b61
7 6 398.89 421.20 40.63 451.65 413.2 392.19 381.38 0 1V.0oo

7 7 521.7u 951.32 526.?5 Sb?.?9 536.59 512.11 r0.04 6 12.074
7 8 363.53 380.68 lb6.76 386.52 374.41 374.?0 376.?5 1 3.22v

b 1 32b.O0 136.30 32?.9? A4?.4u 327.04 3 9.1b 319.73 b 3.2a0
b 2 509.59 520.49 501.Q3 531.61 516.12 511.25 493.4o 8 0.44b
b 3 409.47 396.7q 4U6.71 4u4.49 413.4U 400.74 401.b2 d 3.9t
8 4 33'4 cb 144.44 34?.b9 357.8s 350.70 323.81 324.91 7 1.IOe
8 5 391.11 409.13 393.65 414.h5 398.5b 385.9b 165.03 6 tp.t37
b 6 3,5.62 354.92 358.6b 45q.?1 33l6Q8 l3O.66 ii4q.8 9  6 ?.01/
8 7 639.41 6bO.84 61.17 659.bb 644.3U 649.66 655.42 I 4.8q2
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TablIe 8

Classification Accuracy. as a Function of Language

Reject ion

Thresholds 0.0 1.4 3.0

Language #Cor #Dec %Cor #Cor #Dec %Cor #Cor #Dec %Cor

Li 7 10 70 6 7 86 5 5 100

L2 2 6 33 2 3 67 1 1 100

L3 9 10 90 9 9 100 8 8 100

L4 10 14 71 9 11 83 9 10 90

L5 8 10 80 7 8 88 6 7 86

L7 2 8 25 2 7 29 2 5 40

L8 2 7 29 2 6 33 1 2 50

Totals 40 65 62 37 51 73 32 38 84

Reject ion

Rate 0% 22% 42%
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along with the rejection thresholds used and resultant rejection rates. This

table shows, for each case, and for each language, the number of decisions

made (that is, the number of speakers not rejected), the number of these

decisions that yielded the correct speaker, and the corresponding percentage

correct. This table demonstrates the improvement in classification performance

with increasing rejection rate for each language, and indicates the relatively

poor performance attained with languages L7 and L8. This poor performance is

due largely to the lack of familiarity with the sound of these languages,

compared to the familiarity with the other languages gained in the previous

research studies. This lack was a hindrance in the selection of appropriate

reference sounds for these languages.

B. Five-Language Results

To consider further the effect that including additional languages into

the data base had upon classification accuracy, the following experiment was

performed. Only the 54 reference sounds selected from speakers of LI, L2, L3,

L4, and L5 were used. The processing thresholds used were those of the first

reprocessing (which yielded Curve B of Figures 3 and 4). The above design and

test procedures were then followed, testing only the 50 test speakers from

languages Li, L2, L3, L4, and L5. The resulting decision function values are

shown in Table 9, and the operating curve is shown as Curve E in Figure 6.

Curve B of Figure 3 and 4 is reproduced there for comparison. It is clear

that performance decreased when the additional languages L7 and L8 were

included. The no-reject classification accuracy decreased from 72% to 62%,

and 68% rejection was required rather than 56% to yield 100% correct

classification.

38

L61



Table 9

Decision Function Values, Five-Language Experiment

L v; KP q Li L2 L 3 L L LA I iq u1-F

1 1 . .77 7.11 10.9%4 59.U1 A 1.quA
1 ? o . 7 3,.7 1 59.7 74.h.5 57*0 5

A 102.179 1 1 1 9 1(OS .h 1 32 .8t 110.48 1 2.86S
1 q 5.39 1 o7.1u 101.17 115.?u Q9 ._6 1 h.01*4
1 9 1 1 ).ef 1 34.'.3 11f.u 135.A3 1 ?0 .64 3 0 .I ,
1 6 6S.41 14.Ob 7u. O 7 8.8 t) 71.o0 1 7.195
1 7 Q0 1I 0.47 1?3.-42 114. O1 0l.144 1 16.777

1 8 10. I 1 .24 QM .78 1 16.77 "u.16 1 1 1.7,4
-3 7 , LC4 . .1b.9 1 .l 1 5 .0 1 o7 1 1 3.?b

10 71./17 I . A . 0 u 5. Au 7b. o 1 1 1.0
1 6 10.6 14 9. 8b ; 9. 3? oP.7b 7 1 . 38 ? 1 .hh

2 1 jIb.37 1u0 .77 - .u7 7 .-3t) 95.46 1 .lu1
3 1' 115.l1 127.81 1 e. 34 153.lu 1P9. 00 5 O. ULI
2 Ll 1 1t). 18 , j .40 97.39 6 6.6m 814.7 r-  2 -1. 3,00

7 7 .. b 1 I. 11 r9. 18 14 .2a3 b10 . 16 3 1 . 113 1 10)1.16 d9.72 A -,. 78 14() .?p,4 qU.16 1 3. _jq

S 2 1 3.,45 1 I .f 92 I 4 ., . 7t.0 2.70 16 3 l8 u7
3 3 7 u.o 09 06. -49 b S .14, tiI.7 4 6 7. 7b Q Q. 13

5 rl At)37 Iu?. 4 7 A7 .tb I ub.9b 94. 9l 1 1.I6Q
3 6 1 1U.4 1 1 ?77.01 1 0?.5L6 1 31 .91 1 1'obo9 3 7 .M 1
5 7 102.69 luP.3b 75.b8 1l0.23 100.b2 3 L)4.14
3 19 A ./0 6 A. -4 6 7 .2 t)1o o .77 8).,jo 3 18.ht)41

5 9 101 .,47 98.ib 9u.h7 1U 7.0. q ) 1 6. i.S4
3 1o 77.20 17.4 c, 4.b) o8.81 77.e 4 3 2?.5314 1 q 5 4. * 74.80 Sv o7 61.62 73.,6 5 o5.g93

4 ? 95.o1 68.59 1os.6t 06.61 q U) L .495

,4 A 131.47 1U6.22 122.3? 1u0O.00 103.14 *4 A.159
4 L 7 .55 56.70 74.12 bO.7a 57. )b ,i 9.9,g4
4 5 lqb.96 177.0 e02.19 t*4.71 161.74 5 3.05l
4 6 1 A4 .IA 1 I3 Q Q 6 1(,8.u Ieg.3o 136.99 41 q.hl

4 7 94. 55 &45.713 92.1 3 5 4 L) .30 *4 5. 417
*4 p Q9.3i 794*Os P5.b7 04.*22 7o./2 I~e
" Q4 6,4*. e , 2. 8 i 64 4 40.3.5 4~ * i 4 1 Sj
*4 10 1 S .2S IbA.?9 1 9 ./1 150.7o 16./1 4 19.4 31

11 A4.j7 o0 04. s 5. 143 9.L u he.7q 14 .3 4S
I ? A. 1' 84.0t ?1 e?.O7 80 .16 9 1 .q q

4 5 1 oq .A 1 .*4 .4o If'.(3 4 9.,? 7
4 1*4 5 4It 'I SO .P , 5 .1 ). 2 2.36 2n7.30 4 .()1 ;

I 1 119. 4 1 11L 411 3.m 116.25t 'O . l 5 7. 7 A
() --).1T h I .10. 4 Qf.OM I l4.1 Q'4.u "1 0 .? u
L), . D,4 ) .0 1 151).37 'De 4 9 . 7b Is I.

- A 'l . 32P.57 a q.5 3h.91 31.47 s 1.1 I
11 6S.o1 o3.7 . ot,.S 53 93.53 5 0. i15

7 l'.3 (4 0 i *4.i 71.U P 9.*4 3

- 1 . DI 7.hI f1 .u 2.% 4 L4 ht.79 3 L. 7 Q
5 j9~14* 4 %14A 1 (1.aJI 61.1 ? Q 1.'

3 1" Ie. 1?. 4.d 1 I*.l I19. I1 110.41 9 1.Qi
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SECTION VI

DATA PROCESSOR SIMULATION

A. Overview

This section describes a computer simulation of a practical data

processing system. The input to the real-time system is an audio signal that

may or may not contain speech. It is assumed that the user is interested in

only certain segments of speech data. The purpose of the system is to monitor

the incoming signal and automatically detect and signal the occurrence of

speech segments of interest. As implemented, the simulation accomplishes the

following:

(1) Stores all incoming data in digitized form on a random access disk;

(2) Provides aural playout of the incoming data at the direction of an

operator;

(3) Detects the onset of speech in the data, marks the time of

occurrence of this onset, and informs the operator of such;

(4) Detects changes in the particular person producing speech when such

changes take place, marks the time of occurrence, and informs the

operator of such changes;

(5) Detects the cessation of speech in the data, marks the times of

occurrence of this cessation, and informs the operator of such;

(6) Allows manual marking of the data by the operator at.any desired

time;

(7) Allows aural playout of the data commencing at any of the above

marked occurrence times, at the discretion of the operator; and

(8) Provides hard copy (line printer) documentation of the times of the

above events, in chronological order.
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In practice, such a system could greatly reduce the amount of human

listening required to assure that speech segments of interest are detected.

Also, the data storage requirement could be reduced by storing only those

speech segments that are of particular interest.

B. System Operation

Input to the system is taken from an analog communication line. The

input signal is low-pass filtered at the Nyquist rate, digitized at a sampling

rate of 9.09 Hz, and immediately stored on a bulk storage device (random

access disk). Unless directed differently by the operator, the system

provides aural playout of the incoming data stream in real time. The operator

controls the system by means of a set of key commands to a CRT/Keyboard

terminal. The available commands are:

S (Start) - Begin monitoring and processing input data.

P (Playout) - Begin aural playout of data starting at commencement

time of selected event.

L (Listen) - Resume playout of incoming data.

M (Mark) - Mark data at current time, assign an event number.

Q (Quiet) - Cease aural playout.

E (End) - Suspend monitoring of input data.

T (Terminate) - End all processing.

Upon receiving the S command, the system initiates data processing. All

incoming data are stored on disk and processed to automatically detect onset

and cessation of speech, and speaker changes. Storage and processing continue

without interruption until the command E is received. When such a speech

event is detected, an event number. is assigned; then the event number, the

associated occurrence time, and an event description are printed by the line

printer and are displayed on the operator's terminal.
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rhe commands P, L, M, and Q are given by the operator at times of his

discretion. The line printer records the occurrence times and descriptions of

all such commands in the time sequence that they are given. These commands

are executed immediately upon occurrence and do not affect the internal

storage and event detection system functions. The P command causes

interrogation of the operator as to which event he would like to hear. Aural

playout commences at the occurrence time of the event indicated by the

operator. Playout continues until the next operator command.

C. Event Detection

The automatic detection of speech-related events accomplished by this

system is based on the estimated pitch track computed according to the

modified cepstral pitch tracking algorithm of Markel.
6 For each 25 ms frame

of data, a voiced-unvoiced decision is made. If the decision is voiced, an

estimate is made of the pitch for that frame. Such pitch estimates are in the

range [40,230] Hz. If a frame is deemed to be unvoiced, the value 0 is

assigned for the pitch track value for that frame.

A "smooth pitch" function, Ps, is defined for each frame of data to be

the number of frames, in the preceding two seconds of data, for which the

pitch in a given frame differs from the the pitch for the immediately

preceding frame by less than 10%. When the function Ps becomes greater than

15 (approximately 20% of the number of frames in the window) a tentative

decision is made that speech is present in the incoming data. However, a firm

decision is delayed to check for certain non-speech sounds that remain voiced

longer than 1.5 seconds. (Speech segments are rarely voiced longer than 0.75

second.) Thus, if the threshold 15 has been reached by Ps, and no voiced

segment is longer than 1.5 seconds, the onset of speech is signalled by the

system. When speech is being detected and the function Ps decreases to less

than 8, cessation of speech is signalled to have occLrred. This procedure

rejects signals for which the pitch fluctuates too rapidly to be speech and

signals that remain "voiced" too long to be speech.
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To signal a change in speakers, a smoothed version of the function Ps is

used. This new function, Pm, is a three-second moving average of the function

Ps. Let Pm(k) denote the value of this function at the end of the k-th voiced

segment, where the end of the voiced segment is determined as in the preceding

paragraph. If Pm(k) differs from Pm(k-1) by more than l0, then the system

signals a possible change in speakers.

This system, used in on-line, informal tests with microphone input,

performed quite well, rejecting non-speech sounds that included whistles,

laughter, and various types of music. All speaker changes were detected.

D. System Extensions

A data processing system as described in this section could be extended

in several directions to provide additional time- and labor-saving features.

Automatic language discrimination could be incorporated to provide high-level

elimination of speech data that is of no interest. Speaker authentication

could be used in instances where only data from a specific person, whose

identity is known, is of interest. Key-word detection could be used to flag

only that speech relevant to certain prespecified subjects of interest.
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SECTION VII

SUMMARY

The RADC language classification data base was expanded from five

languages to seven languages with the addition of 31 sessions of data from 17

speakers of L7 and 33 sessions of data from 14 speakers of L8.

An interactive reference sound specification procedure was devised that

allows great flexibility in defining references. This procedure allows

selection based on factors relating directly to language specificity, rather

than imposing restrictions as to length or format of the resulting pattern.

Collections of 54 reference sounds from the original five languages and of 80

references from all seven languages were specified using this procedure and

were used as language discrimination reference files.

Data from a set of design speakers were used to estirrate language

likelihoods for each of the reference sounds. These likelihoods are

parameters of the summed log-likelihood decision rule used to test language

discrimination performance using a separate set of speakers, of approximately

the same size. A rejection strategy was incorporated that allowed

disregarding speakers for whom a decision is not clear-cut.

Application of the 54 element, five-language reference file and the above

test procedure in a five-language experiment yielded I00 correct

classification with a reject rate of 56% (of 50 test speakers). In a test

involving the set of 80 references from seven languages, 100% correct

classification was obtained with 68% rejection of the 65 test speakers. These

results indicate that a practical data processor can be devised that can

automatically classify more than 30% of the incomina data with essentially no

error and inform an operator exactly which data must be manually processed.
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A data processor simulation was implemented that demonstrated automatic

data processing in action. This simulation included automatic detection of

onset and cessation of speech and changes in the particular speaker, along

with concurrent aural playout of either the incoming data or operator-selected

prestored data.
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